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Temporal action segmentation is a task to classify each frame in the video with an action label. 

Full frame level supervision in untrimmed video is expensive
Weak supervision reduces the cost, but still heavily relies on non-trivial expertise in annotation 

Can we do it in an unsupervised manner?

SSCAP – an unsupervised solution: 

• Uses Self-Supervised (SS) learning to extract 
features that are more temporal distinguishable;

• Uses Co-occurrence Action Parsing (CAP) to 
capture the correlations among sub-actions, and 
handle complex structures and recurrences of 
sub-actions;

• Achieves SOTA result on Breakfast, Salad, and 
FineGym (with more complex action structures), 
even outperforms weakly-supervised solutions. 

Experimental Results
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Self-supervised learning: 
• SpeedNet[1,2]:  predict different 

frame rates; 
• ShuffleLearn[3]: predict whether a 

clip is shuffled or not;
• RotationNet[4]:  predict the degrees 

of the rotation.

[1] Dave Epstein et. al. “Oops! predicting unintentional action 
in video”. In CVPR, 2020.
[2] Sagie Benaim et. al. “Speednet: Learning the speediness in 
videos”. In CVPR, 2020.
[3] Ishan Misra et. al. "Shuffle and learn: Unsupervised 
learning using temporal order verification”. In ECCV, 2016.
[4] Spyros Gidaris et. al. “Un-supervised representation 
learning by predicting image rotations”. In ICLR, 2018.

Clustering: cluster all frame-level features using k-means; 

Video Score Matrix 𝑺 ∈ ℝ𝑲×𝑵 :
- Capture	the	score	of	each	frame	belonging	to	a	
cluster,	𝑠(%,') = 𝑝 𝑥% 𝑘 = 𝒩(𝑥%; 𝜇', Σ')

Co-occurrence Matrix 𝑪 ∈ ℝ𝑲×𝑲 :
- Capture	the	correlations	among	sub-actions	based	
on	the	times	they	co-occur	

Cluster Temporal Location Histogram 𝐻 𝑡%, 𝑘 : 
- Estimate	when	each	cluster	happens	in	a	video;
- 𝑡% =

%
)
,	the	relevant	timestamp	in	the	video;

- For	recurrence	of	the	sub-action,	the	histogram	
contains	multiple	significant	bins

Refined Video Score Matrix 𝑹 ∈ ℝ𝑲×𝑵 :
- Is refined using the co-occurrence matrix; 
- Capture correlation information among sub-actions and global 

structures; 
- Carefully select clusters k to avoid over-segmenting the video

Temporal Path Estimation and Decoding: 
- Select top-K bins from temporal location histogram for cluster, 

and then concatenate all of them into an ordered sequence; 
- Capture the multi-occur sub-actions;
- Decoding: Viterbi algorithm[1] 

SSCAP

[1] T. Quach and M Farooq. Maximum likelihood track formation 
with the Viterbi algorithm. In IEEE Conference on Decision and 
Control, 1994.

• Achieves SOTA on both Breakfast and 50Salads, even outperforms weakly-supervised solutions;
• Achieves significant improvement on FineGym, demonstrating the effectiveness in handling 

videos with more complex structures.

• Self-supervised learning (SS) always helps;
• Co-occurrence matrix (C-Matrix) always helps, while on 

FineGym the improvement is more notable, indicating the 
importance of it in handling more complex scenarios;

• Multi-occur temporal path (M-T-Path) helps 50Salads and 
FineGym, but not Breakfast, as most of the sub-actions only 
occur once in Breakfast. The improvement on FineGym is 
significant. 

5. It’s not needed to use target dataset to get a good feature representation.

SSCAP suppresses the over-segmentation issue using 
the co-occurrence of sub-actions, and improves the 
segmentation quality.

Comparing to SOTA 

Ablation #1 – Self-supervised Features Ablation #2 – Module Design
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1. Self-supervised features 
always perform better 
than the I3D feature; 

2. RotationNet performs 
worse than SpeedNet and 
ShuffleLearn, indicating 
that self-supervised from 
temporal augmentation is 
important; 

3. SpeedNet performs the 
best;

4. Larger dataset like 
Kinetics can help build 
better self-supervised 
representation;
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